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Chapter 12

Structure Determination Using X-Ray Free-Electron  
Laser Pulses

Henry N. Chapman

Abstract

The intense X-ray pulses from free-electron lasers, of only femtoseconds duration, outrun most of the 
processes that lead to structural degradation in X-ray exposures of macromolecules. Using these sources it 
is therefore possible to increase the dose to macromolecular crystals by several orders of magnitude higher 
than usually tolerable in conventional measurements, allowing crystal size to be decreased dramatically in 
diffraction measurements and without the need to cool the sample. Such pulses lead to the eventual vapor-
ization of the sample, which has required a measurement approach, called serial crystallography, of consoli-
dating snapshot diffraction patterns of many individual crystals. This in turn has further separated the 
connection between dose and obtainable diffraction information, with the only requirement from a single 
pattern being that to give enough information to place it, in three-dimensional reciprocal space, in relation 
to other patterns. Millions of extremely weak patterns can be collected and combined in this way, requiring 
methods to rapidly replenish the sample into the beam while generating the lowest possible background. 
The method is suited to time-resolved measurements over timescales below 1 ps to several seconds, and 
opens new opportunities for phasing. Some straightforward considerations of achievable signal levels are 
discussed and compared with a wide variety of recent experiments carried out at XFEL, synchrotron, and 
even laboratory sources, to discuss the capabilities of these new approaches and give some perspectives on 
their further development.

Key words XFEL, Serial crystallography, Radiation damage, Coherent diffractive imaging, Phasing, 
Microcrystallography

1  Introduction

X-ray free-electron lasers (XFELs) [1] offer a disruptive new tech-
nology for macromolecular structure determination. These sources 
produce extremely intense X-ray pulses of femtosecond duration 
that provide two distinct advantages for the investigation of bio-
logical molecules and their complexes. The first is that the pulses, 
if produced with short enough duration, outrun most of the pro-
cesses of radiation damage, allowing for exposures that are many 
orders of magnitude greater than possible with other sources such 
as synchrotron radiation facilities or X-ray tubes. This in turn 
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means that samples can be orders of magnitude smaller in volume 
than those required in conventional experiments, making possible 
measurements from samples too small or too weakly scattering to 
be feasible with conventional sources. Many protein systems pro-
duce numerous crystals of micrometer size or smaller before opti-
mal crystallization conditions can be found that produce larger 
ones. By removing the need for large protein crystals, the crystal-
lization bottleneck in the structure determination process can be 
alleviated. On the timescale of femtoseconds, below the periods of 
atomic vibrations, the concept of temperature loses its meaning 
and the sample under investigation is effectively frozen in time. 
There is thus no need to cryogenically cool samples, which can 
therefore be investigated under physiological conditions, giving 
access to conformational states or solvation conditions that may 
not be otherwise apparent. Electron densities of protein crystal 
structures obtained using XFEL pulses usually appear much better 
than counterparts elucidated using synchrotron sources even for 
the same crystallographic resolution, including better definition of 
side chains and disulfide bridges [2, 3] or metal binding sites [3].

There is a rather serious consequence of this approach of out-
running radiation damage in that the illuminated sample is com-
pletely vaporized by the pulse, at least at pulse fluences beyond 
108 photons/μm2. This means that only a single snapshot diffrac-
tion pattern can be obtained per object, and that the sample must 
be rapidly replenished to collect many thousands of patterns, one 
by one, ideally at the repetition rate of the XFEL. For crystalline 
samples this requirement results in an experimental design that is 
quite different from usual protein crystallography experiments 
where diffraction is collected as a crystal is rotated on a goniome-
ter. Instead, the approach of “serial crystallography” is to record 
snapshot diffraction patterns one at a time, each from a fresh crys-
tal that is usually delivered to the beam in a random and unknown 
orientation. Many tens of thousands or even millions of such pat-
terns can be accrued in a time that depends on the pulse repetition 
rate and detector frame rate. Several different schemes for intro-
ducing and replenishing the sample to the beam are currently uti-
lized in such experiments, discussed below and shown in Fig. 1, 
including high-speed liquid jets [4, 5], extruded pastes or gels 
[6–8], aerosol beams [9], or rapid scanning of samples mounted 
on or across solid supports [10–12]. For structure determination, 
the still snapshots of the diffraction pattern cannot be treated in 
isolation but must be oriented in three-dimensional reciprocal 
space (usually by indexing the observed Bragg peaks) and com-
bined to obtain a full three-dimensional set of structure factors 
from the ensemble and, if the scattering is very weak, to build up 
adequate signal. The data processing strategy must also contend 
with the fact that the patterns are recorded from crystals of differ-
ent shapes and sizes, with randomly fluctuating pulse intensities 
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and wavelengths (see Chapter 13 by White in this volume). In this 
sense, serial diffraction is not unlike powder diffraction (for crystal-
line samples) or wide-angle X-ray scattering (for single non-
crystalline particles) measured one grain or particle at a time. Each 
Debye–Scherrer ring in a powder pattern is composed of individual 
reflections from different crystallites which can be integrated to 
average out any heterogeneities. Measuring the ensemble one crys-
talline grain at a time gives us the opportunity to interpret the 
structure factors in the three-dimensional space, merged as from 
an average “single” crystal, rather than collapsing data onto a less 
informative one-dimensional plot of intensity versus scattering 
angle [13], while still averaging over the ensemble. This realization 
leads to the possibility to decrease the specimen size even further 
from that attained by outrunning radiation damage. The total 

Fig. 1 Sample delivery options for serial crystallography. (a) Liquid micro-jet of 1–4 μm diameter gives low 
background and high speeds of many tens of meters per second. (b) Extrusion jets are slower, giving higher 
sample efficiency, but at the cost of higher background from about 50 μm thickness. (c) Aerosol injectors give 
the lowest background but also lowest efficiency and high speeds. (a–c) All can operate in vacuum. (d) Raster-
scanned arrays can give 100% hit fractions for repetition rates of 120 Hz. (e) A large crystal mounted on a 
cryo-loop on a goniometer can be exposed in several places with known angular increments between pulses. 
Reprinted from [68]

Crystallography with X-Ray Free-Electron Lasers

http://dx.doi.org/10.1007/978-1-4939-7000-1_13


298

required signal for structure determination can be distributed over 
many patterns, each from individual (but reproducible) objects. All 
that is needed from each of the patterns is enough information to 
be able to consolidate it with others in a common frame of refer-
ence in 3D reciprocal space. The rather daring culmination of this 
idea is single-molecule diffraction [14, 15], although there are 
many structural arrangements other than the extremes of single 
molecules and 3D crystals, such as 1D fibers, 2D crystals [16], and 
gases of aligned molecules [17], that can be addressed this way.

The second advantage of using X-ray FEL radiation is that the 
short duration of the pulse obviously enables measurements of 
time-varying structures, potentially with a very high temporal reso-
lution. The evolution of structures at timescales below 1 ps have 
been followed in crystalline samples by synchronizing an optical 
“pump” pulse to arrive at the sample moments before the X-ray 
measurement pulse [18, 19]. The motions of the entire protein 
structure can be tracked in this way, following a photo-activated 
reaction such as the dissociation of a ligand from an active site [18] 
or an isomerization of a chromophore [19], with a time resolution 
given by the convolution of the durations of the optical and X-ray 
pulses and the uncertainty in the difference of their arrival times at 
the sample. The crystals that can be measured with XFEL pulses 
can be considerably smaller than the optical extinction depth of the 
pump light, meaning that the entire volume of the crystal can be 
uniformly photoexcited. Since a new sample is introduced into the 
beam for every X-ray pulse, irreversible reactions can be studied. It 
would be possible to witness the initial evolution of an explosive 
reaction, for example—the explosion induced by the X-ray interac-
tion would be more violent in any case. Many experiments are car-
ried out using slurries or suspensions of small crystals that flow 
across the X-ray beam in the form of a liquid jet that moves at 
speeds of several tens of meters per second, which can be illumi-
nated at the X-ray interaction point or further upstream of the 
flow, depending on the time delay. The scheme of the flowing jet 
also enables fast mixing experiments where a ligand is brought into 
contact with a protein to follow the dynamics of their binding, for 
example. Here again the small crystal sizes offer improved experi-
mental conditions since the diffusion times (which set the time 
resolution of such a mixing measurement) in micrometer-sized 
crystals can be substantially less than 1 ms [20].

2  Diffraction Before Destruction

A focused X-ray pulse from a free-electron laser is so intense that it 
vaporizes any material, turning it into plasma. Yet it is this extreme 
peak intensity (defined as the number of photons per unit area and 
time), a billion times higher than achievable from a synchrotron 
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radiation facility, that gives some reprieve from the effects of 
radiation damage that usually limit the X-ray exposure that a sam-
ple can tolerate and which otherwise require large well-diffracting 
crystals to overcome. This damage is unavoidable and occurs 
because tens of photons are absorbed in the sample for each pho-
ton that is scattered and contributes to the diffraction pattern. The 
photoexcited atoms emit photoelectrons which themselves carry 
enough energy to collisionally ionize hundreds of other atoms, 
leading eventually to heat generation, broken bonds, mobile radi-
cals and solvated electrons that interact with reactive components 
of the molecules in the crystal, changing their structure [21]. Each 
photoionization imparts the energy of the photon to the sample, 
and the X-ray dose is measured by the total X-ray energy removed 
from the beam per unit mass (or number of atoms) in the sample, 
with SI units of Gray (1 Gy = 1 J/kg). For a given crystal size, the 
dose and the resulting degree of damage is thus proportional to 
the strength of the pattern recorded. While this unavoidable dam-
age is a consequence of immutable atomic cross sections, it is pos-
sible to avoid many of the effects of this damage on the measured 
diffraction pattern by using a pulse that can “outrun” those effects 
[14]. In an exposure of a single XFEL pulse, any given photon 
interacts with atoms that could have only encountered any prior 
disturbance within a time less than the pulse duration, which may 
be 10–30 fs or less. Radicals certainly have no time to diffuse (even 
if created), and even if every single atom was ionized directly by a 
photon (which would occur in biological materials at a dose above 
~50 GGy [22]), displacements of ions due to the strong Coulomb 
repulsion between them take some finite time to occur. The short 
XFEL pulse allows a dramatic increase in the strength of a diffrac-
tion pattern that can be recorded from a biological sample, albeit 
in a single shot. The acquisition of full three-dimensional structural 
information requires many serial measurements to be made on 
reproducible objects that are replenished on each X-ray pulse.

What is the physical limit to this concept of “diffraction before 
destruction”? The average scattering cross section of atoms in a 
protein is about 10−15 μm2 for a photon energy of 8 keV [23], which 
means that 1015 photons/μm2 would be required to scatter as many 
photons from a protein molecule as there are atoms in that mole-
cule. The cross section for photoabsorption is about 30 times higher 
than the scattering cross section at this photon energy, yet there are 
not that many electrons in the atoms, so such processes will satu-
rate. Emission of a photoelectron occurs essentially instantaneously 
on absorption of a photon, but there remains some time for the 
atom to relax after the ejection of one if its core-shell electrons. For 
the light elements, this primarily takes place by Auger decay, releas-
ing yet another electron within a time of a few femtoseconds [24]. 
If another photoionization event takes place in an atom prior to 
Auger decay then the loss of both core electrons is described as a 
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“hollow atom” whose absorption cross section is significantly 
reduced, frustrating further ionization. In this way, it has been pre-
dicted that incident intensities of 1015 photons/μm2 (and hence a 
dose of about 1 TGy) could give rise to about 0.1 scattered photons 
per atom, if delivered with a 1 fs pulse [24]. However, even during 
this time, atoms will be ionized by collisions with photoelectrons, 
which can be avoided with a pulse as short as 0.1 fs. Such a short 
X-ray pulse is still many wavelengths in length, enough to give rise 
to interpretable diffraction, but the generation of X-ray pulses of 
this intensity is beyond current capabilities. Below fluences of 
1014  photons/μm2 (100  GGy dose) and pulse durations below 
100 fs the number of scattered photons per atom is predicted to be 
linearly proportional to fluence [24], as assumed in Fig. 2.
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Fig. 2 A selection of serial crystallography experiments plotted on a log-log graph of crystal size versus dose. 
The dose is proportional to the number of X-ray interactions per atom and, for a given wavelength, the number 
of diffracted photons per atom, and provides a better means for comparison over different wavelengths than 
incident fluence. The crystal size is computed as the cube root of the illuminated volume. The total diffracted 
signal for a particular stoichiometry is proportional to the product of the number of diffracted photons per atom 
and object volume, shown as solid lines. Orange symbols correspond to XFEL experiments, brown to experi-
ments at synchrotron radiation facilities, and purple illustrates an experiment using a laboratory source. For a 
given experiment, the background counts increase with X-ray fluence and hence the higher-fluence measure-
ments from smaller crystals require delivery techniques that generate less background (described in blue). As 
fluence is increased in XFEL experiments, the pulse duration must be reduced, as indicated in red, requiring 
higher pulse powers. References are as follows: Wierman [42], Roedig [102], Stellato [103], Nogly [104], Botha 
[105], Boutet [106], Hirata [61], Liu [2], Nakane [55], Redecke [38], Gati [107], Chapman [73], Kupitz [108], 
Pedrini [109], Galli [47]. The data for the rotation series were extracted from [110]
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The discussion here serves to provide a baseline to consider dif-
fraction measurements made over a broad range of conditions, such 
as depicted in Fig. 2. A nanocrystal of, say, 10 × 10 × 10 unit cells 
should yield a similar total diffraction signal as that of a single mol-
ecule at a dose that is 10−3 of 100 GGy (that is, at 100 MGy), for 
example, giving rise to 10−4 diffracted photons per atom, or perhaps 
about 1000–10,000 total diffracted photons depending on the size 
of the molecule. Whether such diffraction from a single molecule or 
crystal could be interpreted depends on the relative contribution to 
the scattering pattern due to background, which is difficult to 
reduce with such high-fluence incident beams. Thus, most serial 
crystallography experiments are carried out with larger micro-crys-
tals at lower fluence, at doses of about 10–100 MGy, with a corre-
sponding decrease in background. The dependence of structural 
change during the pulse depends both on the incident beam fluence 
(the dose) and also the pulse duration. Longer pulses give time 
both for a cascade of electron collisional ionization events to take 
place, and for nuclear motion. Each photoelectron of 8 keV energy 
has the potential to create over 300 additional ionizations, over a 
period of about 100 fs and thus can be drastically reduced with a 
pulse of 10 fs or even more so with 1 fs [25]. Nuclear motion is 
driven by Coulomb repulsion between ions as well as the electron 
heating, and was observed in early experiments at LCLS to develop 
to about 5 Å RMS displacement after the end of a 100  fs pulse 
delivering 3 GGy dose [26]. Surprisingly, Bragg peaks from protein 
crystals could still be observed when using such long pulses. The 
explanation for this was that peaks were formed in the early stages 
of the pulse, before disorder in atom positions stifled further contri-
bution into Bragg peaks. Thus Bragg diffraction, which is depen-
dent only on the periodic part of the structure, is regulated by the 
explosion. However, given that molecular structures are not homo-
geneous, and in particular heavier atoms have higher photoioniza-
tion cross sections, it could be expected that such disorder does not 
progress uniformly throughout the molecule. Some recent experi-
ments on ferredoxin crystals at doses of up to 30 GGy show the 
effects of using long (80 fs) pulses in which native Fe atoms (which 
have larger absorption cross sections and thus undergo more pho-
toionization events) disturb their surroundings, with correlated dis-
placements of atoms away from the Fe atoms [27]. Modeling 
indicates that pulse durations below 20 fs are required. Such pulse 
durations would not avert nonuniform photoionization, but this 
effect opens up the possibility for new methods in phasing by 
anomalous diffraction [28, 29]. In one scheme, the difference of 
data collected at low and high X-ray pulse fluences could identify 
the positions of heavier (more easily ionized) atoms [30].

These experiments and theoretical understanding show that for 
a given X-ray flux, a shorter pulse is always better. Thus the highest 
exposures required for the strongest patterns must be delivered 
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with pulses of high peak power (energy per unit time), focused 
down to submicrometer dimensions. A fluence of 1014 photons/μm2 
delivered in a pulse of 1 fs in a beam spot of FWHM of 0.1 μm, 
would require a source power of 1013 photons/fs, or a power of 10 
TW for 8 keV photons (when accounting for the fact that beamlines 
cannot transport the entire XFEL output without loss). As yet, 
XFELs do not generate pulses of this power, but proposed schemes 
exist to exceed 10 TW [31]. Currently at the LCLS it is possible to 
deliver a pulse of about 1012 photons to a spot size of 0.2 μm with 
a pulse duration less than 20  fs, which should give rise to about 
0.01 scattered photons per atom [28]. For a molecular complex like 
photosystem II with 72,000 atoms, this corresponds to almost 
1000 photons per molecule. As seen in Subheading 3, this may be 
enough to provide interpretable diffraction. Defining a somewhat 
lower intensity regime, we can consider what dose could be toler-
ated for longer pulses of about 100 fs to several picoseconds. This 
is long enough for a fully developed electron cascade, but too short 
for transport of radicals [32]. Consider the case where every atom 
in the sample has been collisionally ionized by the end of the pulse, 
which implies that less than ~1% of atoms are photoionized (depend-
ing on the photon energy and if the system is large enough to trap 
all photoelectrons). Under this condition, most photons that inter-
act with atoms will do so with neutral atoms; that is, with atoms 
that have not absorbed a photon nor been collisionally ionized. The 
probability of a fluorescence photon (for spectroscopy) being emit-
ted by a perturbed atom, or an elastic scattering event (for diffrac-
tion) from a perturbed atom, will thus be small, given that the 
measurement is integrated over the pulse and the sample is initially 
neutral. The dose for this condition has been estimated at about 
400 MGy for protein crystals measured with 100  fs pulses [22], 
compared with a tolerable dose of 30 MGy [21, 33] for cryogeni-
cally cooled samples measured with conventional sources and expo-
sure times usually much longer than 1 ms.

Before closing this section on radiation damage, we consider 
some relevant points for conducting serial diffraction experiments 
at the much lower incident intensities of synchrotron sources since 
these are further discussed below. Radiation damage to protein 
crystals under such conditions has been extensively studied [34] 
although the ever-increasing brightness of these facilities, combined 
with beamline optics providing smaller X-ray spot sizes and 
improved detectors, opens up previously unexplored regimes of 
intensity and dose rate. The mean free path of high-energy photo-
electrons in a protein crystal is on the order of 1 μm, giving crystals 
smaller than this size a higher dose tolerance, since many photoelec-
trons will deposit their energy (through the ensuing cascade of col-
lisions) outside the crystal [35]. If the beam is bigger than the 
crystal then photoelectrons generated in any liquid or ice surround-
ing the crystal could feed into the crystal, reducing this advantage, 
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but if the beam is substantially smaller than the crystal then the 
energy can be deposited into a larger volume (of crystal or sur-
rounding) than from which the diffraction originates. Note that for 
a given crystal thickness and number of incident photons, the inte-
grated Bragg intensities are independent of the spot size, meaning 
that higher quality data should be obtainable with an X-ray beam 
focus smaller than the photoelectron mean free path. This is sup-
ported by some recent experiments at the ESRF [36]. These discus-
sions bring into relief the exact definition of dose: which mass is the 
energy distributed over? Given that energy can flow out of the sys-
tem by a variety of means and over a large range of timescales, a 
suitable definition (that we use in this chapter) is the energy lost by 
the X-ray beam over the mass that the beam interacts with. The 
degree of the subsequent damage, which may occur over a longer 
time or greater mass than the diffracting volume, is a separate and 
complex issue (see Chapter 20 by Garman in this volume).

3  Serial Crystallography

Destructive pulses demand a strategy of replenishing the sample on 
every X-ray pulse, measuring single-shot diffraction patterns at the 
rate of those delivered pulses. This serial approach is in contrast to the 
best practice in conventional crystallography, which is to sweep a 
wedge of reciprocal space populated by many fully integrated reflec-
tions, by rotating a single crystal (or acquiring several rotation series 
from several crystals), to obtain accurate estimates of structure fac-
tors. Instead, the snapshots collected in serial crystallography may 
consist entirely of Bragg peaks that are not located in the centers of 
their reflecting conditions, and the patterns may be rather noisy. (For 
a monochromatic parallel incident beam, the 2D snapshot diffraction 
pattern maps to a spherical surface of 3D reciprocal space called the 
Ewald sphere. The Ewald sphere need not cut through the center of 
the reciprocal lattice nodes, which for physical crystals have finite 
extensions.) These deficits are made up by collecting a large number 
of such patterns, building up the information in a fragmented, rather 
than systematic, way. This approach lessens the connection between 
dose, crystal size, and the total collected exposure, so that it is no 
longer necessary to heavily expose a single crystal or to be compelled 
to wring the last diffracted photon from a crystal that has already suf-
fered significant radiation damage and photo-reduction. Even with 
small crystals measured using synchrotron radiation, the need to 
cryogenically cool samples can be avoided by limiting the exposure 
(amounting to a dose of less than 10 kGy, for example), giving only 
limited diffraction information, before measuring the next crystal. Of 
course, if a large enough crystal is available to enable the collection of 
complete and accurate data at low dose, then clearly a rotation series 
provides the best strategy to determine the static structure.

Crystallography with X-Ray Free-Electron Lasers
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The comparison of serial crystallography to powder diffraction 
further makes it clear that it is not necessary that each crystal gives 
strong diffraction or is exposed to accumulate its full tolerable dose. 
A powder pattern may consist of fewer total scattered counts than the 
number of crystals in the powder sample and yet have high enough 
signal to be measured with high accuracy. The distinction between 
the two techniques is that in powder diffraction there is no require-
ment to treat crystals separately or to determine the orientation of 
each crystal, since the signal is an average over all crystal orientations 
(at the great cost of loss of information for structure determination). 
In powder diffraction, dose can be reduced arbitrarily by increasing 
the total ensemble size, avoiding absorption effects and background. 
Serial crystallography usually requires a certain minimum incident 
fluence (and hence a certain minimum dose), however, so that orien-
tational information of each crystal can be discerned from its pattern 
to enable aggregation in a common frame of reference. The achieved 
signal levels in several experiments are plotted in Fig. 2 as a function 
of dose and crystal size. The required signal is much lower than for a 
rotation series where Bragg intensities must be determined with high 
accuracy (shown by the brown circle in Fig. 2). In most implementa-
tions of serial crystallography the requirement for each pattern is that 
the Bragg peaks can be accurately identified as such, and that they can 
be indexed in order to determine the lattice orientation. Signal levels 
usually exceed 104 scattered photons from the crystal and a much 
higher number of photons contributing to the background. After 
indexing, the intensities of the indexed peaks can then be combined 
with those from other patterns, after estimating corrections and rela-
tive scale factors, to build up estimates of structure factors at all 
observable reciprocal lattice points (see Chapter 13 by White in this 
volume). This common scenario is discussed below, but it is worth to 
consider how much further one can go. The knowledge of the lattice 
orientation of an individual pattern can be used to predict where even 
weaker (and perhaps undetectable) peaks reside in that pattern. The 
undetectable peaks have signal counts, I, much less than the noise in 
the background, σ. Just as in the case of cryo-electron microscopy, 
where individual images of macromolecules can barely be identified, 
let alone interpreted, the process of averaging a large number of noisy 
observations of the same Bragg peak that all have a signal-to-noise 
ratio (SRN) I/σ ≪ 1 should finally reveal that peak and allow the 
estimation of the structure factor at that point in reciprocal space. As 
yet, this approach has not been fully exploited at XFEL sources, pri-
marily because even submicrometer crystals are often large enough to 
give detectable Bragg peaks at high resolution, and there is usually 
not enough beamtime available (due to limited pulse repetition rates) 
for experimenters to keep acquiring data that are not immediately 
perceivable. Nevertheless, there are plenty of systems waiting to be 
measured, including proteins crystallized in vivo [37–39] and natural 
crystals [40].
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But what happens if the patterns are too weak to discern any 
signal at all from noise, let alone discover the orientation of the crys-
tal? If summed together, the powder pattern would eventually 
emerge from enough patterns. Using ideas of “cryptotomography” 
developed for the case of weak single-molecule diffraction, it is 
indeed possible to aggregate the data in 3D reciprocal space even 
with signals of only a few hundred total counts per pattern (i.e., less 
than 0.001 photon per pixel) [41, 42]. In particular, an expectation-
maximization scheme in the form of the expand–maximize–com-
press (EMC) algorithm [43] iteratively generates a 3D volume of 
diffraction intensities from noisy patterns, ideally collected with not 
more than a single particle or crystal contributing to a pattern—that 
is, with no multiple hits. During this iterative process, the current 
estimate of the 3D intensities is used to extract Ewald slices that 
would be observed at particular crystal orientations. Each noisy pat-
tern is compared with every extracted slice to determine the proba-
bility that it is a noisy manifestation of the extracted pattern, and 
then the 3D volume is updated by placing the measured patterns 
into that volume according to the probabilities. As this converges, 
the merged 3D diffraction volume becomes consistent with all of 
the measured patterns. So far, a proof-of-principle demonstration 
has been made using sets of sparse diffraction patterns collected with 
a laboratory source [41, 42] and convergence could be reached with 
about 200 photons per pattern (see purple star in Fig. 2). At these 
low counts, enough patterns are required in total to eventually pop-
ulate almost 109 voxels of reciprocal space with several photons per 
voxel. In the study of Wierman et al. [42], this was achieved with 8.8 
million recorded diffraction patterns, which were collected from one 
crystal in this case, to a resolution of 1.5 Å. If it had been carried out 
on 8.8 million individual crystals, the dose would have been less 
than 1 mGy (0.001 Gy) (as graphed in Fig. 2), instead of the total 
accumulated dose of about 3 kGy. It is interesting to scale this to the 
500 GGy doses that are tolerable using short enough XFEL pulses, 
whereby one could reduce the crystal volume by a factor of 1014, 
which essentially gives a single molecule. That is, it should be feasi-
ble to carry out single molecule diffraction in a regime of about 200 
scattered photons per molecule, which may suffer from about 4000 
ionizations per molecule when delivered with pulses longer than 
atomic relaxation times. It should be noted that the EMC algorithm 
or related methods of manifold embedding [44], do not distinguish 
or index Bragg peaks, but aggregate the full diffraction volume con-
sisting of Bragg peaks, diffuse scattering, and more. Thus, while 
Bragg peaks are very useful for providing the lattice orientation at 
high signal levels (see Chapter 13 by White in this volume), it should 
still be possible to carry out serial diffraction with non-crystalline or 
semi-crystalline reproducible objects.

We thus see, as summarized in Fig. 2, that serial crystallogra-
phy spans a wide range of exposures and doses, covering many 
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orders of magnitude, and ranging from the extreme case of almost 
as many scattered photons as atoms in the sample, to that of con-
ventional crystallography of less than a single scattered photon per 
10 or so molecules. Signal strengths range over about four orders 
of magnitude, depending on detector capabilities. The signals from 
small crystals are compensated with more intense pulses, but the 
background signal increases in direct proportion to incident flux, 
so the goal for sample delivery systems for these weakly scattering 
objects is to deliver them to the beam with as little extraneous 
material in the beam as possible (see Subheading 4, below). The 
role of background can be quite dramatic. When background 
dominates, halving it increases the SNR by a factor of two, requir-
ing only 1 2/  as many patterns to be collected, or having the 
same effect as doubling the volume of the crystal. Here we assume 
that the background is due to X-ray photons (obeying photon 
counting statistics) rather than electronic noise of the detector, or 
any other stray signal that would be measured when the X-ray 
beam is off. The overall signal-to-noise level of the merged diffrac-
tion intensities is ultimately limited by the number of patterns 
acquired: averaging noisy patterns is an exercise in the law of 
diminishing returns, depending on the square root of the number 
of patterns collected [45]. An example of the signal strength of 
diffraction of natural granulovirus particles illustrates these depen-
dences. These virus particles consist of a crystalline shell of 
polyhedrin protein with a narrow size distribution and about 9000 
unit cells per crystal for a crystalline volume of 0.01 μm3 [46, 47]. 
Experiments carried out at the CXI instrument [48] of LCLS using 
a liquid micro-jet of about 3 μm diameter delivered a water suspen-
sion of granulovirus particles across the X-ray beam of 1 μm focus 
with 1012 photons per pulse and 7.9  keV photon energy [47], 
imparting a dose of up to 1.3 GGy (depicted in Fig. 2 as a black 
star). Diffraction patterns were recorded on a CS-PAD detector 
[49], and consisted of the diffuse background scatter from the liq-
uid jet, as well as Bragg peaks from the polyhedrin crystal shell 
whenever a particle was in the focus at the arrival time of the pulse. 
At a resolution of 2 Å, the liquid background was about 10 pho-
tons per pixel, far in excess of the total counts in all Bragg peaks. 
Although Bragg peaks at this resolution could be observed occa-
sionally, a total of 120,000 indexed patterns were needed to reach 
a SNR of 1, on average, in this resolution shell. As discussed above, 
the SNR increases with the square root of the number of patterns, 
and linearly with the crystal size. Since both the signal and back-
ground increase with fluence (or dose) the SNR increases with the 
square root of fluence (or dose), giving the empirical relationship 
of achievable SNR with liquid-jet background of
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where Npatt is the number of patterns and VC is the volume of the 
crystal (assuming a similar unit cell volume as granulovirus, which 
is (10 nm)3). The factor B gives the background counts per pixel 
relative to that generated by a 3 μm diameter liquid jet, and the 
factor of 0 1 2. /  approximates the effect of reducing the back-
ground to zero from 10 photons per pixel, although it should be 
noted that background counts depend on pixel size and binning. 
The number of patterns required to reach a given SNR at 2 Å reso-
lution is therefore given by
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Reducing the background by a factor of 10, equivalent to 
increasing the crystal volume by a factor of 10, would reduce the 
required number of patterns by a factor of about 100. Many crys-
tals measured at XFELs have a volume of about 1 μm3 or more, 
equivalent to 100 times more unit cells than granulovirus, requir-
ing only 12 patterns to reach SNR = 1 (or 1200 patterns to reach 
a more desirable SNR = 10). That is, Bragg peaks of such crystals 
(if not disordered) can readily be observed at the LCLS, even with 
background from a 3 μm diameter jet. However, consider reducing 
the dose to just 1.3 kGy, a million times lower than in this example. 
For crystals of about 1 μm3, that would require about 12 million 
patterns to be collected just to discern peaks above noise, or 
120,000 patterns if crystals were delivered to the beam with a 
reduced background of a single count per pixel. At 8 keV photon 
energy, for an average protein, a dose of 1.3 kGy would be deliv-
ered with 106 photons/μm2, which could easily be achieved using 
an undulator at a synchrotron source in a single bunch and without 
a monochromator (pink beam). Such bunches are typically 100 ps 
long, allowing time-resolved serial crystallography measurements 
at this resolution. Certainly at 1 kGy dose, radiation damage would 
be low, and some further advantage over radiation damage may be 
gained by outrunning radiolysis processes that take place on the 
nanosecond timescale [32]. Novel laboratory-based sources that 
are under development may provide similar numbers of photons in 
pulses of 0.1 fs duration [50].

Equation (2) shows that the total time for a serial crystallogra-
phy measurement (of a static structure or for a particular condition 
or time-point in a series of measurements) depends on the average 
brightness of the source, which is to say the time required to con-
duct the experiment will be shorter if more patterns are collected 
per second. Interestingly, the dose, proportional to the peak X-ray 
fluence, can be offset by collecting more patterns, so that the total 
scattered counts in the experiment remains constant (proportional 
to the dose times the number of crystals or patterns). This holds at 
least to the point that there are enough scattered photons per pulse 
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to merge data in three dimensions, which might only be possible 
with the strongest possible pulses from XFELs, as seen in Fig. 2. 
The dead-time of the detector must be taken into account, and 
high repetition-rate sources can only be fully utilized if a detector 
is available that matches the repetition rate. Thus, while the 
highest-brightness synchrotron sources may exceed the average 
brightness of an XFEL operating at 120 Hz, experiments will take 
longer at the synchrotron without a detector operating at MHz 
frame rates. Here, the detectors must be integrating, not counting, 
devices. Even with the extremely sparse patterns that can be anal-
ysed with the EMC algorithm, signals may exceed a single count 
per pixel [42], and only integrating detectors could collect such 
signals. One of the highest frame-rate detectors currently under 
development is the AGIPD [51], capable of reading 3520 frames 
per second, in bursts separated by only 220 ns corresponding to 
the pulse pattern of the European XFEL, and as such this combina-
tion would provide the highest experiment brightness for serial 
crystallography. The future upgrade of the LCLS will likewise 
increase the repetition rates. With such source and detector com-
binations, measurements that take 10 h today at 120 Hz frame rate 
(such as low SNR measurement of 0.01 μm3 crystals) will be com-
pleted in 20  min. Full datasets using crystals larger than 1 μm3 
could be acquired in tens of seconds.

Presently, most room-temperature serial crystallography exper-
iments are carried out with crystals large enough to give detectable 
peaks at near the highest resolution of the final merged dataset. In 
these cases, the requirement on the number of patterns is to com-
pletely populate 3D reciprocal space with measurements and to 
average over fluctuations of the beam fluence and variations in 
crystal shape, size, and quality. The volume of reciprocal space that 
needs to be measured depends on the symmetry of the crystal. 
Symmetry operations of the diffraction intensities (or Patterson 
symmetry) are applied to each pattern, reducing the required num-
ber of measurements by the number of unique operations. (Some 
space groups cannot be unambiguously indexed based on the loca-
tions of the reciprocal lattice peaks alone—in this case the intensi-
ties must be compared to avoid creating a twinned dataset ([52] 
also see Chapter 13 by White in this volume).) In some cases fewer 
than 6000 indexed patterns could be used to obtain good esti-
mates of structure factors [53]. 60,000 patterns were enough to 
produce high enough accuracy for phasing by single-wavelength 
anomalous diffraction [54] at LCLS using crystals of lysozyme in 
complex with a gadolinium (Gd) containing compound. The crys-
tal volumes were smaller than 2 μm3 and the dose was less than 
30 MGy. Nakane et  al. [55] required 150,000 indexed patterns 
from <1000 μm3 crystals (with an illuminated crystal volume of 
about 20 μm3, delivered in a grease matrix) and a dose of about 
50  MGy to carry out native sulfur SAD phasing at 1.77  Å 
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wavelength (7 keV photon energy), an impressive feat of reaching 
the necessary low convergence errors. Some valuable lessons on 
how to obtain higher accuracies are given by Nass et al. [56]. As 
described in detail in Chapter 13 by White in this volume, metrics 
such as R-split can be used to monitor the precision of intensities 
determined from an ensemble of crystals measured serially. The 
R-split metric estimates the precision of the full dataset by compar-
ing intensities derived from two random halves of the dataset 
(Nakane et al. achieved R-split =3.1% over the resolution range of 
40–2.1 Å).

In general, crystal diffraction patterns are recorded with no 
more than a single crystal per shot, so that all Bragg peaks belong 
to a single reciprocal lattice. Methods for indexing multiple lattices 
have been developed [57–59], however, which allow a better 
experiment efficiency with the possibility to index more crystals 
than patterns. As the number of lattices per shot increases, so does 
the prevalence of overlapping or near-overlapping peaks, and the 
gain in efficiency is only obtained for a few crystals per shot. But 
when diffraction intensities other than Bragg peaks are to be used 
for analysis, such as the continuous diffraction from a disordered 
crystal (see below), then there must not be more than a single crys-
tal per pattern. At XFELs the intrinsic bandwidth for SASE radia-
tion is about 0.1%, and patterns are essentially treated as 
monochromatic. In fact, a broader bandwidth of up to about 4% is 
thought to provide better peak integration requiring fewer pat-
terns (the volume of reciprocal space spanned by Ewald spheres of 
the wavelength range exceeds Bragg widths, especially at higher 
resolutions) [60]. Somewhat paradoxically, reducing the wave-
length jitter by “seeding” the FEL generation processes does not 
improve convergence. At synchrotron radiation facilities with a 
suitable undulator, it would be possible to increase beam fluences 
more than 100-fold by eliminating the monochromator or by 
using a multilayer monochromator of a few percent bandwidth, 
enabling exposures in microseconds or even with single bunches 
(~100 ps exposures). However, broader-bandwidth Laue diffrac-
tion patterns are more difficult to index in an automated fashion 
than monochromatic patterns.

A substantial reduction in the required number of patterns can 
be achieved if it is possible to acquire multiple patterns from the 
same crystal in more than one orientation. This could be the case 
with a crystal large enough, so that multiple (destructive) expo-
sures are acquired with a spacing larger than the distance the X-ray 
damage is able to travel within the crystal [61, 62], or with several 
extremely low-dose pulses measured at a synchrotron, for example. 
Since the damage propagation distance is much larger at room 
temperature than at cryogenic temperatures (and may extend over 
the entire crystal [3]), such experiments are best carried out with 
cryo-cooled samples [3, 61]. In both cases, the crystals must be 
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mounted in such a way that they can be rotated by a known amount 
between shots, increasing the complexity of the experiment. Such 
methods are a step towards the rotation series and the additional 
dependent measurements allow better estimation of parameters 
such as peak profiles and partialities, which in turn give more accu-
rate estimates of the structure factors. In some cases it is possible to 
reject outlier patterns based on the results of indexing the Bragg 
peaks, which may or may not improve the final dataset [63]. It 
should be possible to separate distinct phases of materials in the 
beam that have different unit cell dimensions [64], or perhaps to 
carry out a cluster analysis based on the intensities or unit cell 
dimensions [65].

4  Sample Delivery Methods

There are almost as many methods to rapidly deliver protein crys-
tals and small particles to the beam as there are groups carrying out 
serial diffraction experiments; such is the vigor and diversity of this 
young developing field. Some of these methods have been described 
in reviews [66–68] and they can be grouped into methods of con-
tinuously or repetitively flowing samples across the X-ray beam, or 
rastering through the beam of a two-dimensional matrix in which 
specimens are mounted or embedded, referred to, respectively, as 
“jetting” or “fixed targets,” as illustrated in Fig. 1. As is obvious 
from the discussion above, serial diffraction measurements are as 
much about acquiring diffraction as they are about reducing back-
ground. As emphasized by Gruner and Lattman [69], there are 
many sources of background in conventional crystallography 
experiments and thus the common practices of mounting crystals 
and using protecting foils to prevent crystal dehydration, for exam-
ple, must be modified or abandoned when crystals approach vol-
umes of 1 μm3. Sample supports and foils, surrounding amorphous 
ice, and air present a scattering cross section (integrated over the 
path of the X-ray beam) that may surpass that of a small crystal by 
many orders of magnitude (i.e., along the beam, there are more 
atoms of these objects than in the crystal) and thus they contribute 
many orders of magnitude more photons on the detector than the 
Bragg diffraction of the crystal. The concentration of crystal dif-
fraction into Bragg peaks enables this signal to be detected even 
when more photons contribute to the diffuse background. This 
ratio of total signal photons to background is independent of the 
X-ray fluence, so precautions are universally needed. The micro-
diffraction beamlines at XFELs were designed for experiments to 
be carried out in vacuum, with samples held on thin membranes or 
delivered as an aerosol jet [70–72]. The first serial crystallography 
experiments at LCLS [73] were carried out using a liquid jet of 
several micrometers diameter of a suspension of submicrometer 
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crystals in their mother liquor. The thinness of the jet, and the fact 
that it could be sustained in the vacuum environment, were 
achieved using a gas-focusing nozzle which was one of the enabling 
inventions for the method [4, 5, 74].

Besides not generating too much background scatter, the 
delivery method should ideally not consume too much sample and 
should be able to replenish a new sample to the beam on each shot 
(possibly just before photoactivation), with the possibility of mix-
ing or some other method of initiating a reaction. The properties 
of the delivery device therefore depend strongly on the repetition 
rate of the source, which spans 30 Hz at SACLA, 120 Hz at LCLS, 
to 4.5 MHz at the European XFEL (in bursts). For a flowing sam-
ple, efficiency can be parameterized by the “hit fraction,” or the 
proportion of pulses that generate diffraction from a particle or 
crystal, sometimes referred to as the “hit rate.” For short femtosec-
ond pulses this can be approximated as H = fA/(vw) for f particles 
per second injected at a velocity v as a stream of width w moving in 
a direction perpendicular to an X-ray beam of cross section A [75]. 
At any instant of time (such as when the X-ray pulse arrives) the 
areal density of particles or crystals as seen by the X-ray beam is f/
(vw). For a given consumption f, the density and hence the hit 
fraction are increased by slowing down the particles, which how-
ever must be travelling at a high enough speed so that the sample 
(and any expanding volume of destruction) clears the beam by the 
next pulse [76]. In this regard, in-air or in-vacuum extrusion injec-
tors that flow crystals embedded in lipidic cubic phase [6], grease 
[7], or gel [8] provide speeds of several mm/s that are well matched 
to repetition rates of 30–120 Hz. Depositing the sample onto a 
moving tape (in air) also gives similar speeds [77]. The extruded 
pastes or moving tape are usually quite thick, however, giving rise 
to background counts that are many times higher than achievable 
with gas-focused liquid jets. Such micrometer-diameter gas-
focused jets run at speeds of about 50 m/s, suitable for the MHz 
rates expected at the European XFEL and LCLS II. Recent devel-
opments of jetting two fluids concentrically allow for fast mixing 
prior to exposure [78–80] in a narrow gas-focused jet. Mixing 
times depend on diffusion across boundaries of liquids under lami-
nar flow, but can be less than 1 ms, providing a temporal resolution 
on this order. The time delay can be continuously varied in a tele-
scopic design or moving the nozzle position relative to the beam 
[79]. Faster mixing could be induced by more complicated flow-
folding schemes, as used in microfluidic experiments [81].

For the mixing jet, one can also choose the sheath liquid based 
on its fluid properties that define the jet behaviour, such as viscos-
ity and surface tension, giving a very reliable and stable sample 
delivery method [80], which may be appropriate for rapid struc-
ture determination at a dedicated station. Using the AGIPD detec-
tor, capable of reading 3520 patterns per second, 106 frames could 
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be recorded in less than 5 min at high repetition rate FELs, putting 
greater premium on reliability of jets and the ability to automati-
cally change sample [67]. Even at the lower pulse rates, where 
sample consumption per pattern is much higher, liquid jets provide 
a convenient method to deliver samples in liquid form and at room 
temperature with reasonably low background, in vacuum, or ambi-
ent atmosphere. Elongated objects become aligned along their 
long axis by the nonuniform fluid velocity profile across the nozzle 
capillary, and they tend to retain this alignment in the jet. This has 
a benefit for fiber diffraction, and may enable the serial diffraction 
methods to obtain 3D structure factors from single-fiber patterns. 
For most 3D crystals, however, flow alignment can lead to a miss-
ing cone of measurements in reciprocal space, requiring the ability 
to tilt the jet relative to the X-ray beam direction.

The lowest possible background is achieved by aerosolizing 
the sample and entraining it with a low-pressure gas into a beam 
using an aerodynamic lens. This device consists of a series of con-
centric apertures in a larger-diameter tube. Laminar flow of the gas 
through the restrictions briefly concentrates the streamlines, but 
the particles cannot exactly follow these lines due to their momen-
tum and instead tend to fly to the center of the flow [82]. 
Aerodynamic lenses have been used successfully for single-particle 
diffraction experiments at FLASH [9] and LCLS [83] and are 
under improvement and optimization to decrease the stream width 
w to below 10 μm [84]. In principle, this method should be suit-
able for injecting small crystals, as long as the residence in the aero-
sol does not dehydrate them. Particle speeds are on the order of 
10–50 m/s. Simpler convergent nozzles have produced jet sizes 
smaller than 2 μm travelling faster than 200 m/s [75]. Experiments 
are underway to use optical forces to further concentrate such 
beams [85].

Raster-scanning a structure supporting many samples can give 
near 100% hit fractions with very little consumption of material 
and minimal background. Achieving all these conditions at once 
calls for a careful experimental design that depends on particle or 
crystal size, and placement of the sample in air or vacuum. Low 
background requires as thin support structure as possible, such as 
graphene or silicon nitride, as well as ensuring that the wings of the 
focused X-ray beam do not interact with the supporting frame 
(using low-scatter clean-up slits or aperture). If crystals are large 
enough they can be caught in open holes in a silicon chip [12] by 
using a clever method of pipetting a liquid suspension onto the 
chip and blotting from the rear. This wicks away most liquid, for 
low background. When the holes are arranged in a regular array, 
the chip can be rapidly scanned so that a fresh sample position is 
probed on each shot. With a spacing between the windows of 
~50 μm, scan speeds of 20 mm/s allow measurements at 120 Hz 
[86] plus some overhead for reversing the scan direction. Unless 
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cryogenically cooled, these chips must be used in a humid atmo-
sphere to prevent sample dehydration, which requires other pre-
cautions to minimize air scatter. It may be possible to sandwich the 
sample between graphene layers [87] to prevent dehydration in a 
vacuum environment. As with liquid jets, supporting surfaces 
might give rise to preferred orientation of crystals, which can be 
managed by the ability to tilt the chip. For serial diffraction at a low 
repetition-rate XFEL or synchrotron radiation source, these “fixed 
target” methods give optimum efficiencies and highest quality dif-
fraction, although they present greater challenges for time-resolved 
measurements than the flowing methods, especially for irreversible 
reactions, where it must be ensured that only sample at one posi-
tion on the chip is activated at a time.

5  Diffractive Imaging and Crystallography

The use of XFEL pulses has opened the way to structure determi-
nation not only for crystallites that are smaller than required by 
conventional means, but also for single non-periodic particles, 
two-dimensional crystals [16], fibers, and oriented molecules in 
the gas phase [17]. Diffraction measurements from micrometer-
sized 3D crystals or smaller has also opened up several new possi-
bilities to experimentally phase the diffraction patterns (that is, 
obtain phases without the use of a structural model), such as using 
measurable intensities between Bragg peaks that occur due to the 
finite extent of the crystal [88, 89], or using continuous diffraction 
that occurs due to deviation of the crystal structure from a perfect 
periodicity [90]. These ideas emerged primarily from investiga-
tions of diffraction of single (or non-periodic) objects and while 
that field of coherent diffractive imaging is very closely related to 
crystallography [91], it is worth making a brief digression to estab-
lish the core concepts in a common language.

The wavelength of X-rays is short enough to resolve atoms in a 
molecule. This means that the scattered waves from two neighbor-
ing atoms, illuminated coherently, can interfere at the detector to 
give a diffraction pattern consisting of fringes, first understood (at 
much longer wavelengths) in the famous Young’s double-slit exper-
iment. A molecule of more than two atoms will consist of many 
such pairs, each producing a fringe pattern that contributes to the 
overall diffraction and which encodes the spacing between the pair 
of atoms and direction between them. This composite fringe pat-
tern, termed the diffraction pattern, is proportional to the square 
modulus of the Fourier transform of the electron density (the 
molecular transform). When inverse-Fourier-transformed, the dif-
fraction pattern reveals a map, called the autocorrelation function, 
of the distribution of all the atom pairs in the object. By the won-
derful reciprocity between real space and diffraction space, points in 
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the diffraction pattern correspond to single spatial frequencies (that 
is, fringes of electron density) in the object. A single snapshot of the 
diffraction pattern is two dimensional, so only a 2D selection of 
spatial frequencies of the three dimensional structure is recorded in 
a single snapshot pattern, on the surface of the Ewald sphere. Even 
though a single pattern contains depth information (due to the 
Ewald sphere curvature), full structural information requires pat-
terns measured in many directions to fill out 3D space (which, in 
the scheme of diffraction before destruction, must arise from a sup-
ply of reproducible objects). From such measurements, a 3D image 
of the molecule’s electron density can be synthesized by Fourier 
analysis, but to go beyond the 3D map of interatomic vectors 
between pairs of atoms to the actual map of the positions of those 
atoms, requires assigning phases to the measured diffraction inten-
sities, which in turn assigns positions to the spatial frequencies that 
together generate the electron density image.

The scattering strengths of such single molecules are exceed-
ingly weak, as seen in Fig. 2. Macromolecular structures are primar-
ily obtained using a different strategy, in which the diffraction 
pattern is amplified by virtue of the arrangement of molecules in a 
periodic lattice of a crystal. To the degree that the molecules are 
identical in structure and orientation, each molecule in a crystal 
gives rise to the same diffracted wavefield, but originating from a 
different place in the lattice on which the relative phase of each 
wavefield depends. There are so many of these waves, diffracting 
from so many molecules in the crystal, that they mostly cancel out 
(for each wave there is likely to be another with opposite phase) 
except in those quite sparse directions that correspond to Bragg 
angles. These are the directions where every wave arrives at the 
detector after travelling from the source via the sample by exactly an 
integer multiple of the wavelength and thus constructively inter-
feres with all others. The arrangement of Bragg peaks follows the 
Fourier transform of the crystal lattice, known as the reciprocal lat-
tice. The constructive interference of the diffracted wavefields in 
the Bragg peaks gives a huge “coherency gain” [92], amplifying the 
strength of the single-molecule diffraction pattern by the number 
of molecules in the crystal, which can give a strong enough diffrac-
tion pattern within limited tolerable dose limits [33]. Unfortunately 
the sparsity of the Bragg peaks comes at a high cost in the ability to 
assign the phases needed to reconstruct the structure. By being able 
to measure the diffraction only at the discrete points of the recipro-
cal lattice rather than to observe the continuous molecular trans-
form, the information content of the diffraction pattern is 
significantly reduced [93]. This information loss usually prevents 
the possibility to derive the phases from the intensities alone, unless 
extremely high resolution data is available (for the application of 
direct methods and algorithms such as charge flipping [94]). This 
so-called “phase problem” is the familiar state of affairs in 
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crystallography, requiring additional measurements such as multi-
ple wavelength anomalous diffraction or isomorphous replacement 
to provide the needed missing information.

The continuous diffraction from a single non-periodic com-
pact object does not suffer from the phase problem since there are 
generally more independent measurements in the diffraction inten-
sities than needed to describe the object. The greatest distance 
between any pair of atoms in the object are those at opposite 
extremes of the object; these give the largest extent of the autocor-
relation map. Since this map is just another representation of the 
diffraction data (obtained directly from the measured intensities by 
Fourier transformation) the number of independent measurements 
is equal to the number of independent points in the autocorrela-
tion map. This itself has a much larger non-zero volume than the 
original object (the volume of all possible connections between 
atoms is larger than the actual distribution of atoms). The volume 
of the autocorrelation map of a spherically shaped molecule is eight 
times that of the object itself. Accounting for the centrosymmetry 
of the autocorrelation map, this still gives a constraint ratio [95] of 
four, i.e., fourfold surplus of the measured information content 
over what is needed to describe the object. This overdetermination 
factor depends on the shape of the object (and of its autocorrela-
tion function) but not the resolution—that is, atomic resolution is 
not required. A successful approach to determine the phases is to 
use one of a class of algorithms that iteratively constrains the solu-
tion to be consistent with the measured diffraction and a priori 
information about the object’s structure [96]. This additional 
information need not be very detailed, and may simply be that the 
object fits within a certain rectangular box that is smaller than the 
extent of the autocorrelation function [97]; that the electron den-
sity is positive; or that the histogram of electron densities follows a 
certain profile, common to related proteins.

For crystals, the number of independent Bragg intensities is 
usually smaller than what is needed to describe the object, unless 
atomic resolution is reached where the number of measurements 
comfortably exceeds the number of parameters needed to describe 
the atoms (i.e., their positions and amplitudes of vibrations) (see 
Chapter 22 by Jaskolski in this volume). At the usual resolutions 
obtained with protein crystals, an ambiguity arises because of the 
crystal periodicity. The autocorrelation map of the crystal repeats 
with the same periodicity as the crystal lattice, and so the unique 
volume is restricted to at most one half the volume of the unit cell 
(due to centrosymmetry). It is not possible to distinguish points in 
the correlation map as arising from the intramolecular (within the 
same molecule) or intermolecular context (between neighboring 
molecules). If there is no non-crystallographic symmetry and if the 
object fills the volume of the unit cell, then the measurements 
would only account for half of the information needed to describe 
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the molecule (at whatever resolution the diffraction extended to). 
This deficiency of information has long been recognized, and the 
earliest (unsuccessful) attempts of phasing protein crystal diffrac-
tion by Bragg, Perutz, and others used crystals of various states of 
dehydration, and thus different unit cell dimensions, to obtain 
measurements of the molecular transform at a higher density than 
possible from a single crystal [98]. When the solvent content 
exceeds 50% of the crystal volume, the information obtainable 
from the Bragg peaks should be higher than that of the unknown 
structure, allowing iterative phasing [91, 99].

A recent method that merges the approaches of crystallogra-
phy and coherent diffractive imaging utilizes the continuous dif-
fraction from crystals exhibiting translational disorder. Disorder of 
any kind in a crystal is a bane to the formation of Bragg peaks, 
which only form when there are correlations over many unit cells. 
If a molecule is displaced by a vector 

σ  from its ideal position in 
the crystal lattice then the diffracted wavefield from that molecule 
is modulated by a phase ramp exp − ⋅( )2πi q σ . Here the magnitude 
of the wave-vector transfer 

q  is equal to 2sin θ/λ for a scattering 
angle 2θ and wavelength λ. At a Bragg peak corresponding to a 
particular resolution length d = 1/q, the wavefield of the displaced 
molecule will combine with those of others with a phase error of 
2πσ/d if that displacement is in the direction corresponding to the 
Bragg peak. For example, a displacement of 1.5  Å would cause 
destructive interference (a phase shift of π) at a Bragg peak corre-
sponding to 3  Å resolution. Small random displacements of all 
molecules in the crystal with a mean square displacement of <σ2> 
will lead to random phases for scattering angles at high enough 
resolution. Due to that randomness, for every phase shift there is 
likely to be an opposite phase shift, with the result that the con-
structive interference that gives rise to the formation of Bragg 
peaks will not occur. Instead, the diffracted wavefields of each mol-
ecule will sum incoherently, giving rise to the continuous diffrac-
tion pattern of a single molecule, multiplied by the number of 
molecules. At low resolutions (d ≫ σ) the phase errors from the 
displacements will be small, and in that case the constructive inter-
ference of Bragg peaks will still occur, and there will be little or no 
continuous diffraction. In general, the Bragg intensities will be 
modulated by the well-known Debye–Waller factor, exp(−4π2σ2q2) 
whereas the continuous diffraction will arise contrariwise with q as 
1 − exp(−4π2σ2q2). The Bragg intensities are reduced by a factor of 
1/e = 0.368 at a resolution of d = 2πσ, and an RMS displacement 
of 1.5 Å would reduce the Bragg intensities by this amount at 9 Å 
resolution. The effects of the translational arrangement of identical 
objects on their diffraction patterns are illustrated in Fig. 3.

There are two important implications of translational disorder 
in a crystal. One is that the continuous diffraction of a translation-
ally disordered crystal may extend to resolutions far beyond Bragg 
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peaks—the resolution of useful information for structure determi-
nation is not necessarily limited by the extent (resolution) of the 
Bragg peaks. The second is that the continuous diffraction may be 
overdetermined by a significant factor, allowing iterative phasing 
methods to be used to obtain a 3D image of the molecule, without 
the need for a structural model [41]. The method was recently 
demonstrated on microcrystals of photosystem II which gave mea-
surable Bragg peaks to a resolution of about 4.5  Å (Fig.  4). 
Continuous diffraction was observed to a resolution of 3.5  Å, 
limited by the detector extent and the number of patterns recorded. 
Several tests confirmed the origin of the continuous diffraction as 
the incoherent sum of the molecular diffraction from photosystem 
II dimers: the autocorrelation map computed directly from the 
continuous intensities was of finite extent with a boundary of the 
correct width and shape as corresponding to photosystem II mol-
ecules; the distribution of the intensities of the continuous 

Fig. 3 Diffraction from an ensemble of similarly oriented objects depends on correlations between their posi-
tions. (a) A random arrangement of objects gives rise to the incoherent sum of the continuous diffraction pat-
tern of each object (that is, N times the strength of the diffraction of a single object for N illuminated objects). 
(b) A crystal with a degree of translational disorder consists of Bragg peaks formed from the coherent sum of 
diffraction from all objects, modulated by a Debye–Waller factor that describes the suppression of Bragg peaks 
at resolutions greater than the disorder length divided by 2π. At those resolutions the incoherent sum of single-
object diffraction occurs. (c) A perfect crystal produces solely the coherent sum of diffraction from the periodic 
array of scatterers
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diffraction followed Wilson statistics; and the diffraction could be 
phased by using a fixed support volume created by blurring out an 
initial electron density map obtained by refining a model using the 
Bragg intensities. The 3D image obtained by the continuous-
transform phasing showed much clearer definition of structural 
elements such as α helices, even though the phasing algorithm had 
no knowledge of such structures (and the support, blurred to 
8.9 Å resolution, showed no indication of these structures).

Translational disorder has not generally been expected in mac-
romolecular crystals, although studies have been made on continu-
ous diffraction from crystals of systems that undergo conformational 
dynamics [100]. It is common experience that many protein crys-
tals only give Bragg diffraction to limited resolutions, and it is not 
unreasonable that the most dominant modes of disorder in a 

Fig. 4 Weak continuous diffraction (a) was observed in individual snapshot diffraction patterns recorded from 
photosystem II crystals at the LCLS [90]. When 2885 patterns were merged in a common frame of reference 
(defined by the indexed lattice) in 3D reciprocal space, the signal to noise of the continuous diffraction mark-
edly improved, and extended significantly beyond the Bragg peaks (b). (c) The continuous diffraction could be 
phased using an iterative phasing algorithm to obtain a 3D image of the electron density of the photosystem II 
dimer. A detail of two chlorophylls of the dimer shows the improvement obtained from performing a structural 
refinement using the Bragg data only (to a resolution of 4.5 Å) (d) as compared with using together the Bragg 
and continuous diffraction (to a resolution of 3.5 Å) (e). Reprinted from [90]
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crystal with high solvent content (and few crystal contacts) would 
be rigid-body translations and rotations of the biological structure, 
followed by internal displacements. Such may be the case for mem-
brane proteins and other large complexes which form very delicate 
crystals that are easily disrupted. Whether the displacements are 
static or in motion during the exposure does not affect the obtained 
diffraction, which is an average across the illuminated volume of 
the crystal and time. Thus, it may be possible to induce 
angstrom-scale acoustic modes in the crystal to achieve or enhance 
the continuous diffraction. At resolutions higher than the inverse 
of the disorder length, one can treat the crystal simply as a conve-
nient way to place many aligned molecules in the X-ray beam, just 
like a gas of aligned molecules, to obtain the incoherent sum of the 
aligned-molecule diffraction (Fig. 3). Just as in aligned-molecule 
diffraction, random rigid-body rotations of the molecules give rise 
to a blurring of the continuous diffraction intensities that gets 
worse with increasing scattering angle. To avoid smearing out an 
individual speckle at the highest resolution, the width of the distri-
bution of the rotations should be Δϕ < d/w, for a molecule of 
width w, equivalent to the Crowther condition in tomography 
[101]. The condition for this incoherent blurring is less stringent 
than the translations that disrupt the coherent interference at the 
Bragg peaks. The ultimate resolution of the continuous diffrac-
tion, therefore, will depend on the degree of rotational disorder 
and internal variabilities of the molecules.

The molecules in a crystal are aligned in several discrete orien-
tations following the point group symmetry of the crystal. For 
example, photosystem II crystals have the space group symmetry 
P212121 consisting of four dimers in unique orientations found by 
rotating any one of them by 180° about each of the three orthogo-
nal axes of the orthorhombic cell (point group 222). Assuming no 
correlation between the translations and the orientation of mole-
cules, the continuous diffraction is proportional to the incoherent 
sum of the dimer diffraction in these four orientations. For a spher-
ically shaped molecule this overlap of orientations would reduce 
the information content of the continuous diffraction by a factor of 
four; less, if the object is non-spherical, since the summed autocor-
relation functions of the various orientations will not completely 
overlap and hence will be partially distinguishable. In the case of 
photosystem II, the information content of the continuous diffrac-
tion exceeded that required to describe the dimer by a factor of 2.1 
(compared with a factor of 0.86 for the Bragg peaks when account-
ing for the solvent fraction of the crystal) [41].

Periodicity concentrates the diffracting photons into narrow 
Bragg peaks that can be delineated from the background. The con-
tinuous diffraction of a disordered crystal contains as many dif-
fracted photons as in the Bragg peaks of the same resolution from 
an ordered crystal—the scattering strength of atoms does not 
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depend on their location or relation to each other. However, the 
continuous diffraction signal is much lower than that of Bragg 
peaks since the photons are spread out over many more pixels. For 
an average spacing of 10 pixels between Bragg peaks, for example, 
the continuous diffraction signal will be about 1% of that of the 
ordered crystal. It is also more difficult to separate the continuous 
diffraction from the continuous background. Its measurement 
requires the precautions described above to create experimental 
conditions with the lowest possible background. By perfecting 
these experiments it should be possible to further extend the 
achievable resolution, and to use the additional diffraction infor-
mation to obtain direct information of conformational variability. 
This will be helped by reducing the crystal size, perhaps down to 
single molecules.

6  Conclusions

Free electron lasers have enabled some new paradigms for struc-
ture determination of macromolecules, and opened up new capa-
bilities for time-resolved imaging and obtaining images from 
samples too small for conventional X-ray analysis. One of the main 
methodological innovations to use XFEL pulses, serial crystallog-
raphy, and diffraction has also been shown to provide benefits 
when used with synchrotron radiation by being able to gather 
high-resolution structural information at room temperature with-
out having to expose samples to the limits of their tolerable doses. 
Serial crystallography can be thought of as powder diffraction, 
measured one grain at a time, allowing the ensemble to be consoli-
dated in the frame of reference of the lattice, instead of simply 
summing all patterns in the laboratory frame of the detector. As 
such, the only requirement from a single pattern is that it gives 
enough information to place it, in three-dimensional reciprocal 
space, in relation to other patterns. It has been demonstrated that 
millions of extremely weak patterns can be treated this way, as long 
as background scatter is small. Thus, the ingredients for this para-
digm are a tightly focused intense X-ray beam of bandwidth up to 
a few percent; a method to rapidly replenish the sample into the 
beam that generate the lowest possible background; a high frame-
rate integrating pixellated detector to record patterns of individual 
objects fed through the beam; and software to consolidate all dif-
fraction data in a common frame of reference. At free-electron 
lasers, conventional dose limits are overcome by using femtosecond-
duration pulses, which may enable exposures with such high flu-
ences to give as many elastically scattered photons into the 
diffraction pattern as there are atoms in the sample, which should 
be enough to carry out single-molecule diffraction. The number of 
required patterns decreases sharply with the size of the crystalline 
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samples, but low background and strong exposures from small 
crystals have enabled time-resolved measurements over timescales 
from below 1 ps to several seconds, as well as new phasing meth-
ods. In particular, strong exposures and low backgrounds let us 
measure diffraction beyond the highest scattering angles of visible 
Bragg peaks to acquire the continuous diffraction from single 
molecules in a translationally disordered crystal. Serial crystallogra-
phy requires sources of high average brightness and high peak 
brightness (or peak power) and schemes to reach peak powers of 1 
TW (e.g., giving 1012 photons in 1 fs) and repetition rates approach-
ing or even exceeding 1 MHz, will enable dramatic increases in 
capabilities, surpassing those we have witnessed in the initial exper-
iments at X-ray free electron lasers.
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